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ABSTRACT

Automatically detecting and measuring differences between evolv-
ing Knowledge Graphs (KGs) has been a topic of investigation for
years. With the rising popularity of embedding methods, we inves-
tigate the possibility of using embeddings to detect Concept Shift in
evolving KGs. Specifically, we go deeper into the usage of nearest
neighbour set comparison as the basis for a similarity measure, and
show why this approach is conceptually problematic. As an alter-
native, we explore the possibility of using clustering methods. This
paper serves to (i) inform the community about the challenges that
arise when using KG embeddings for the comparison of different
versions of a KG specifically, (ii) investigate how this is supported
by theories on knowledge representation and semantic representa-
tion in NLP and (iii) take the first steps into the direction of valuable
representation of semantics within KGs for comparison.
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+ Computing methodologies — Description logics; Ontology en-
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1 INTRODUCTION

Knowledge Graphs (KGs) are useful tools for representing factual
information within a domain in a structured manner and enable
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knowledge inference. As a domain grows or changes, so should
the KG in question. Updates in a KG can drastically change the
inferences that can be made [14]. In the case of very big KGs (like
DBpedia [1]), it becomes impossible for users to estimate the con-
sequences of updates [15]. Consequently, researchers investigate
ways of automatically estimating the amount of difference and the
type of differences between two versions of a KG [3, 11, 16, 21]. In
this paper we will refer to concept drift as the general notion of a
change of meaning of a concept in a new version of a knowledge
graph. To make things more concrete, we will showcase a specific
notion of Concept Shift in Section 2.

Some of the methods that exist for concept drift detection are
rule-based, such as SemaDrift [21] and OntoDrift [3]. While these
are very transparent, they capture drift if there are changes detected
on the explicit formal representation. Also, they often consider only
parts of the KG, potentially missing out on important changes.

The learning of embeddings, a vector representation of KGs, has
become a prominent way of using KGs where machine learning
is concerned [9]. The intuition behind using KG embeddings is
twofold: (i) their success with link prediction and data-mining tasks
has sparked an increase in academic interest [18] and (ii) embedding
methods have shown useful for semantic shift detection in language
between corpora using Natural Language Processing (NLP). In this
paper, we discuss the following two research questions:

RQ1 Is there a fundamental difference in semantic change (and
its detection) in natural language (through NLP) and KGs
(specifically looking at Description Logic based ontologies?
(Section 3)

RQ2 How transferable are NLP approaches using embeddings to
determining concept change in KGs? (Section 4)

There is a wide and confusing range of terminology to refer to
semantic and concept change in evolving KGs [21]. Without re-
stricting generalisability we use a specific formal definition (in this
case of Concept Shift (Sec 2), before we discuss the above research
questions. We found that there is a fundamental difference between
semantic shift in language and Concept Shift in KGs, both from a
philosophical and technological perspective. Therefore, transferring
methods between the two embedding types is more challenging
than initially expected. To evaluate this hypothesis, we consider a
use-case based on a nearest neighbours comparison to show this.
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2 PRELIMINARIES

Concept Shift. We will use Concept Shift as an example for-
malisation for how to measure change of the meaning of concepts
across versions of KGs. Concept shift between two versions O,
and Oy exists if there is a new version By of a concept B that
is more similar to the new version A, of another concept A than
to its original version A,. Formally, this means shift(Ao, An) =1
iff 3B, sim(Ap, An) < sim(Ao, Bn) A Ay # By, The definition still
leaves some core notions undefined, such as the similarity between
concepts sim(-, -), and the nature of what a concept is in the first
place. Again, without loss of generality, we chose a specific formal-
ism (Description Logic based Ontologies) as an illustrative example.

Knowledge Graphs and Description Logic Ontologies. In KGs in
general the notion of concept drift is often under-defined, as there
is no consensus as to what can be considered a concept in the
first place, and often not even a commitment to formal semantics.
We will here commit to a Description Logic perspective, as this is
semantically close to some of the philosophical ideas about concept
evolution and drift in the literature. Specifically, KGs are interpreted
as axioms describing objects, sets and relations, in other words
ontologies®. Following [2] we separate ontologies into terminology
(Tbox) and assertions (Abox). An ontology is then defined a tuple
of concepts (C), relations (R), individuals (7), literals (£), as well
as a set of axioms (A). The axioms in the Tbox (AT°X) define
concepts, their hierarchies and relations between concepts, the
Abox (AA4P°¥) provides information about individuals, their type
and their relations to other individuals.

It has been argued that the meaning of a concept A can be repre-
sented by three aspects, its label, intension (int(A)) and extension
(ext(A)) [17, 26]. The label of a concept can be the name or URI
used to refer to A. The intension consists of its properties, and
traditionally, the Tbox would be where the intension of concepts
is defined, while the extension of a concept represents its usage
so is directly related to the Abox. The similarity relations needed
to formally define Concept Shift are often based on similarities
between labels (how similar are the names), extension (how similar
are the objects described by a concept) and intensions (how similar
are the logical properties of the description of concepts).

Calculating Concept Shift in Ontologies. Two approaches that are
typically used to measure semantic change between two KGs are
morphing-chain and identity-based approaches [26]. The morphing
chain approach compares concepts in one version of the ontology to
concepts in the other version. The identity-based approach assumes
a pairing between a concept in one version to its new version in
the new (possibly updated) ontology.

There are two main recent frameworks that provide a measuring-
suite for assessing semantic drift between KGs: SemaDrift [21], a
morphing-chain approach, and an extension of SemaDrift, Onto-
Drift [3], a hybrid approach. While the first measures the label
aspect, the intension and the extension, the second adds the metrics
UR], Subclasses, Superclasses and Equivalent classes. The advan-
tage of these methods is their explainability. Unfortunately, the

!where n and o refer to the new and old version respectively
21t is natural to publish DL axioms as triples (s, 7, 0) and thus as (knowledge) graphs.
We will therefore interchangeably use the terms KG and ontology
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rules need to be explicitly defined and thus automatically limit
the change you are measuring to what the rules can capture. The
definitions also depend on the completeness of the definition of
concepts in the KG.

Knowledge Graph Embeddings. As mentioned before, more often
than not knowledge graphs are in practise semantically underspec-
ified, which makes formal, symbolic, approaches to define meaning
(let alone change of meaning) of concepts all but impossible. A way
to deal with this problem is to represent KGs as points in vector
space: KG embedding. This has proven useful in tasks such as link
prediction [9, 24]. However, research is surfacing that is questioning
what these embeddings really learn to represent [18, 19].

As opposed to DL ontologies, KG embedding, e.g. according
to [9], consider KGs to be simply graphs (without any further
commitment to specific interpretations of the nodes and relations.
G ={E R F} with (h,r,t) e F,he E,t € Er € R. Often there-
fore, no additional semantics are taken as input for embedding
methods like TransE [25]. While there is no proper definition of
concepts in KGs, G is most closely related to Aboxes, where the
head h and tail ¢ entities are interpreted to be individuals in I
(which makes sense, as in most applications of KGs Tbox informa-
tion, even if available, is ignored). Embeddings are sets of vectors
for the head (h), relationship (r) and tail (t), where h,r,t € R", n
denoting the number of dimensions in the embedding space. 3> The
embedding is learned by randomly sampling facts and initiating
their entities in the embedding space. The position of these entities
is then optimised often in batches using a specific loss function,
dependent on the embedding method. We refrain from also defin-
ing other embedding spaces and their loss functions, and refer the
reader to one of the recent surveys such as the one of Ji et al. [9].

While these embedding methods capture different aspects of the
KG when fitting it in latent space, there are some similarities [18].
Entities or concepts that can appear in similar contexts within
the KG (i.e. the in- and outgoing relationships are similar), have
a relatively small distance (both cosine and euclidean) between
them in latent space. This is due to the methods used to train/fit
these embeddings. Here we make a distinction between two dif-
ferent methods: translational methods such as TransE [25], and
word2Vec based methods such as RDF2Vec [20]. Note that both of
these approaches are generally used to embed the Abox of a KG.

Translational methods optimise towards the condition h +r ~ t.
This forces entities with similar relationships into closer prox-
imity, clustering them. Often these entities share the same class,
even if this information is not included in the learning process.
Word2Vec [8] based methods achieve a similar result using differ-
ent techniques. These methods are based on random walks through
the KG, which are interpreted as ‘sentences’ and fed into Word2Vec.
Each node and edge in the walk is considered a word in the sen-
tence. There are two methods to train such a model, the first using
the context of the concept to predict the concept (continuous bag
of words), the second uses the concept to predict the context of
the concept (skip-gram). For both methods concepts that appear in
similar contexts should be difficult to distinguish from each other.
Hence, the embedding of these concepts are similar.

3This definition is specific for point-wise space like TransE, where also the translational
property h +r ~ t holds.
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Embedding-based Concept Drift. Since link prediction and data
mining tasks with KG embeddings work well it seems like a nat-
ural step to use embedding methods on KGs to assess change be-
tween evolving KGs. Even more so since assessing semantic shift
between corpora with word embedding models has also shown
successful in Natural Language Processing (NLP). In the shared
task on Linguistic Semantic Shift Detection (2022), the best per-
forming system fine-tuned a multilingual language model (XLM-R
[4]) to obtain contextualized embeddings for words, after which
the degree of change for each word was calculated as the Average
Pairwise Distance between the embeddings for word usages in the
old and new corpus [28]. There are also other works dealing with
semantic shift (e.g. [10, 27]) showing the feasibility of using word
embeddings to detect it.

3 CONCEPT DRIFT IN NLP VS KGS

An important difference between semantic shift detection in NLP
and concept change, such as shift, in KGs is that the first is about
measuring changes in word meaning over time, i.e. assessing a shift
in language use, whereas the second is about concept modelling.
For example, there is an important difference between studying
whether the word car refers to a specific type of vehicle in a specific
language and studying whether the concept car in a KG refers to
only gas-fueled vehicles in one version of a graph and in the next
also includes electronically-fueled vehicles. While the first studies
the interplay between sense and reference, the second focuses more
on sense, following Frege [7]. To explain this further: the labels
of concepts in a KG can in principle be arbitrary (they could be
replaced by, for example, sequences of numbers). Note, however,
that this question is related to the decenia old discussion about
semantics on the web, between formal and social semantics, etc.

Algorithms like word2vec [12] capture the meaning of a word
by modelling its context, e.g. since the word cat and dog both occur
often within the context of feeding and petting, the algorithm sees
them as similar. However, it also captures some relatedness, i.e.
Angela Merkel and Berlin are often mentioned in similar contexts
even though they are very different entities (a human and a city
share little attributes). For the detection of semantic shift in lan-
guage, this is less problematic, as shift detection in NLP is about
the detection of a change in word meaning. The distributional hy-
pothesis [6] widely adopted in NLP states that word meaning is
represented by a word’s context, i.e. changes in context represent a
change in meaning. However, this inclusion of relatedness might
be problematic for measuring shift in KGs.

Portisch et al. [18] show that RDF2Vec assigns close vectors
to similar entities as well as related entities, giving the example
of Merkel and Berlin being placed close together in the vector
space by RDF2Vec since they both share some relationship to Ger-
many. Portisch et al. show that node2vec, DeepWalk and KGlove
follow a similar pattern and how this can be problematic for some
downstream tasks: separating cities and countries in two clusters
becomes difficult when a city is related to the country it is located
in. However, they also mention that the problem of relatedness
and similarity being mixed is not problematic when working with
entities that are all of the same kind.
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Figure 1: t-SNE visualisation of the implicit structure the
nearest neighbour set NN of Rotterdam (r): NN2"51 (1) and
N N;S2 (2a, 2b). In all figures, the crosses indicate the entities
that are also elements of NN/ .

In order to answer Research Question RQ1 we introduced se-
mantic shift in both NLP and DL-based ontologies, and provided a
preliminary analysis of the two related, though different, challenges.
While the first primarily studies change in the usage of words, Con-
cept Shift in KGs studies the change of the underlying concept. The
question of using algorithms based on NLP definitions of semantics
depends on which embedding method you apply which in turn
depends on the problem and the way knowledge is represented in
the graph. It is also important to note that studying word meaning
change is, naturally, a lexical task. Multiple words can refer to the
same concept, however, in a KG, we capture one concept as one
node.

4 DRIFT DETECTION WITH NNS

Having discussed methods to define semantic change, and charac-
teristics of language and KGs, let us analyse some of the differences
and commonalities in a more specific scenario. This section studies
nearest neighbour (NN) approaches to find semantic change. Sets of
NNss are often used in classification tasks to narrow down the possi-
ble candidates for better performance, instead of using all possible
individuals in the embedding [5, 22]. Zhou et al. [29] successfully
adopt a NN walk network embedding for link prediction. Pernisch
et al. [13] introduced a measure called Embedding Resemblance
Indicator (ERI) to compare/quantify how different two embeddings
learned on consecutive versions of the input graph are. [13] is based
on a different idea from [27] to detect shifts using word embed-
dings. As we believe, though, that semantic shift in NLP and KGs
are fundamentally different, those methods should not be adopted
without more detailed review.

When translating the Concept Shift definition into embeddings,
the idea is to use a ‘footprint’, e.g., use NNs as a footprint [13]. How-
ever, this approach does not work out of the box for KGs because
of (1) the stochasticity of embedding learning, (2) the embedding
of individuals instead of concepts and (3) a questionable reduction
of meaning of an entity to (only) its closest neighbours.
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To study this in more detail, we performed an experiment where
we use NN sets to detect Concept Shift where we know there is
none*. We took two embeddings calculated in [13] in experiments
with TransE. These two embeddings are learned on the same version
of FB15k-237. We will refer to them as E; and E;, where E; =
Transk(G), and E; = TransE(G). Figure 1 visualises the 25 NNs of
the concept Rotterdam (r) in the two embeddings respectively: rq
and ry, where r; € Ej (shown in Figure 1.1), and ry € E3 (shown in
Figure 1.2a and 1.2b). We determined the NNs by euclidean distance
and reduced the number of dimensions for visualisation purposes
using t-distributed stochastic neighbourhood embeddings (t-SNE)
to maintain the implicit structure of the data [23]. The set of 10
NNs of the concept Rotterdam in the first embedding (N Nlr(; ), has
an overlap of nine out of ten (9/10) entities with the concept of
Rotterdam in the second embedding (NNlrg). However, there is
a different concept, namely Dordrecht, in the second embedding
(d2 € E3) of which the ten NNs have a complete overlap of those
of Rotterdam in the first embedding, i.e., NN% has a complete
overlap with NNerI, which means that sim(ry,dz) > sim(ry,rz).
Hence, conform our definition of Concept Shift in Section 2 this
means that we have detected Concept Shift in these two embeddings
E; and E, while they are learned on the same version of the same
KG, and we thus know there is no shift between E; and E,.

This simple example shows that a NN set is vulnerable to small
changes, which is problematic given the stochastic nature of em-
bedding methods. Further experiments showed that close to 25% of
all concepts in Ez would be falsely classified as having experienced
Concept Shift in the current experimental set-up.

Another big issue of using NN sets is the usage of individuals
rather than concepts in popular embedding methods like TransE
[25] and RDF2vec [20]. When calculating a NN set, we take an
individual as the center of the set. However, per definition of Con-
cept Shift we are interested in capturing the change in meaning
of concepts, not its individuals one by one. We therefore look to
clustering methods. The idea of clusters stems from the fact that
embedding methods automatically group individuals with the same
relations, due to the loss functions employed that optimise represen-
tations capturing the similarity and relatedness of individuals. In
the embedding space, we can thus potentially detect small clusters
of individuals using this approach to calculate extension(al shift) of
a concept. Additionally, should there be multiple clusters detected
of the same class, one can investigate if subclasses could help dis-
tinguish entities across clusters. This can also signal concept drift,
as a class could potentially have evolved into multiple subclasses.
Or even, the modelling of that class has not been granular enough.

To answer RQ2, we investigated the prominent approach of NNs
from word embeddings and its potential to be used for Concept
Shift detection in KG. Unfortunately, there are multiple drawbacks
and therefore, NNs are problematic to detect Concept Shift without
serious consideration on the semantics captured in the KG embed-
ding as well as the representation used in the KG itself. There is
potential in investigating clustering approaches instead, as they are
closely related to the extensional aspect of a concept.

4The code and data used for this experiment can be found at https://zenodo.org/
records/10026567
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5 CONCLUSIONS

It highly depends on the downstream task and the way knowledge
is represented in a graph which embedding method is most use-
ful [18]. When using KG embeddings for any downstream task, one
should be aware of what is represented in a KG and how. We find
that method transfer between NLP and KGs requires serious con-
siderations about the differences between sense and reference and
similarity and relatedness. While semantic shift detection in NLP
studies a change in (the interplay between sense and) reference,
Concept Shift detection in evolving KGs mostly studies a change
in sense. Studying Firth’s distributional hypothesis experimentally
in the context of KGs will be interesting future research. When
it comes to Concept Shift detection between KGs, we argue that
using NN sets is problematic. We will move towards clustering
approaches instead. Studying embedding methods besides TransE
is also necessary. Our paper provides interesting initial insights into
the relation between embedding methods and formal semantics, for
the task of detecting Concept Shift specifically, but also in general.
Our future research will start from a use-case, by choosing specific
KGs and embedding methods to further investigate the feasibility
of using clustering or other approaches to detect semantic shift.
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