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Abstract. The capabilities of current robotic applications are signifi-
cantly constrained by their limited ability to perceive and understand
their surroundings. The Semantic Web aims to offer general, machine-
readable knowledge about the world and could be a potential solution
to address the information needs of robotic agents. We introduce the
Perceived-Entity Linking (PEL) problem as the task of recognizing en-
tities and linking the sensory data of an autonomous agent to a unique
identifier in a target knowledge graph. We provide a formal definition of
PEL, and propose a PEL baseline based on the YOLO object detection
algorithm and a conventional entity linking method as an initial attempt
to solve the task. The baseline is evaluated by linking the concepts con-
tained in MS COCO and VisualGenome datasets to WikiData, DBpedia
and YAGO as target knowledge graphs. This study makes a first step in
allowing robotic agents to leverage the extensive knowledge contained in
general-purpose knowledge graphs.
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1 Introduction

The new developments in Artificial Intelligence (AI) and Robotics aim to de-
velop autonomous agents that can operate in the ever-changing world beyond
the confines of laboratory setups. Physical autonomous agents such as robots de-
ployed outside of a controlled environment need to acquire some form of signal
from their surroundings that constitutes the system’s perception. These per-
cepts need to be interpreted in order to serve as a meaningful basis for the
decisions the robot needs to make to achieve its task. The decisions are often
informed by some background knowledge [6], that may be either manually em-
bedded in the control architecture by the designers of the system or drawn from
some external knowledge stored in a knowledge repository [15]. A considerable
effort has been directed towards improving these knowledge repositories with
common-sense knowledge, which robotic agents often lack [10].

The ambitious vision of the Semantic Web [7] is to transform the vast amount
of unstructured information found on the internet into a machine-readable global
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Fig. 1. A depiction of the overall vision of the PEL task.

knowledge repository. Several existing projects aim at constructing such knowl-
edge repositories, e.g. WikiData [31], DBpedia [22] and YAGO [28], where infor-
mation is structured in the form of knowledge graphs. The information within
these graphs is often drawn from Wikipedia, WordNet, web scrapers and other
existing data sources, and often contains information that can be considered
common sense. Therefore, this information could serve as a potentially useful
background knowledge repository for autonomous agents trying to operate in an
unknown environment. However, to utilize the information stored within these
resources, robots will have to establish a link between these repositories and the
surrounding environment.

In this work, we focus on the problem of establishing the link between the
percepts arriving from various sensors of the robotic agents and knowledge repos-
itories on the Semantic Web. The main research problem guiding the efforts of
the paper can be summarized as:

Research Problem: How can a robotic agent that is equipped with a
set of sensors associate the incoming sensory data with a corresponding
unique identifier in a target knowledge graph?

To answer this question, we start by defining Perceived-Entity Linking (PEL) as
the problem of linking the percepts of agents to entities in a knowledge base that
correspond to those percepts. An example of this can be seen in Figure 1, where
the object recognition and visual scene understanding capabilities of robotic
agents are enhanced by linking the sensory data to target knowledge graphs (i.e.
WikiData). The task is inspired by the Entity Linking (EL) and Entity Typ-
ing (ET) problems of the Named Entity Recognition task of Natural Language
Processing (NLP). We showcase a solution that serves as a preliminary baseline,
focusing on examining how the conventional entity linking methods could be
adopted to solve the PEL problem. To evaluate the baseline, we conduct an ex-
periment using the concepts contained in the MS COCO [21] object recognition
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and Visual Genome [19] scene graph datasets3. Our work therefore offers the
following contributions:

– We introduce and define the problem of PEL, providing a mathematical
formulation of the task and describing motivating scenarios.

– We implement a first PEL system relying on conventional entity linking
methods, and evaluate it to establish a baseline for the PEL task.

The rest of the paper is structured as follows. Section 2 briefly overviews the
related work, while Section 3 provides the motivation and a formal definition of
the Perceived-Entity Linking problem. In Section 4, we present a baseline PEL
system, and evaluate it, as well as discuss the results in Section 5. Section 6
concludes the paper and describes directions for future work.

2 Related Work

Knowledge-driven robotics is a sub-field within robotics that is concerned with
ontology-based robotic applications (for a comprehensive survey, consult [2,1]).
We focus on robotic systems that utilize some form of ontology and examine
how they perform the linking process between their perception system and the
knowledge base.

Despite the longstanding nature of the Semantic Web, only limited research
focuses on its combination with robotic agents. One of the earliest approaches
aiming to use the Semantic Web to ground robot perception is [27], which fo-
cuses on describing the RoboCup domain using the Resource Description Frame-
work (RDF). Fischer et al. [15] use a combination of computer vision algorithms
(YOLO) and external knowledge sources (WikiData and WordNet) to provide
suggestions for tools and actions when encountering unknown objects and ac-
tions. Daoutis et al. [11] integrate Cyc with the perceptual system of a robot
and then use Cyc to interact with the users about the percepts using natural
language. In their work, ambiguities that arise when linking percepts to concepts
in Cyc are resolved manually.

Young et al. [35] proposed a lifelong object learning system that utilizes DB-
pedia to suggest labels for unknown perceived objects by taking the surrounding
known objects into account. The authors expanded the previous work in [36],
where they utilized the context-based web-mining results to filter the candidate
labels provided by the deep-learning-based vision system. Although both of these
systems would serve as an example that is partially similar to the PEL task, the
problem is only implicitly addressed and no analysis is provided.

As one of the foundational knowledge-driven robotic perception system, Ro-
boSherlock [3,5] of the larger KnowRob infrastructure [29] proposes a set of
annotators to provide a richer semantic description of object attributes such
as color, shape, size, etc. Although KnowRob follows Semantic Web standards

3 The results of the experiment, as well as the implementation of the architecture can
be openly accessed online https://github.com/Dorteel/pel

https://github.com/Dorteel/pel
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such as OWL and RDF, there is no implementation, where external knowledge
sources are exploited. RoboEarth [30,32] was an ambitious project running be-
tween 2010 and 2014 that aimed to create a “World Wide Web for Robots”,
by allowing autonomous agents to access a shared database designed to store
common-sense knowledge. However, after the project ended, this database be-
came inaccessible. This further reinforces our argument that robots should rely
on the publicly maintained Semantic Web repositories.

Also relevant to the problem of PEL is the work done on multi-modal [16]
and visual entity linking [37], that combine textual and visual representations
to increase the efficiency of entity linking methods. The main focus of these
attempts is linking Named Entities such as celebrities and brands, and do not
consider common objects in the context of embodied agents.

Lastly, some examples of tasks similar to PEL can be found in the domains
of Internet of Things (IoT) and ambiguous computing. In [25], the authors use a
semi-manual process to link entities from lifelogs to their corresponding entities
in WikiData based on string matching, which was manually corrected to enable
semantic search over the lifelogs. Wu et al. [33] proposes Semantic Web of Things,
where a machine learning-based entity linking method links sensory metadata
to DBpedia. Their results suggest that more knowledge engineering is needed to
increase the accuracy of the linking.

While certain systems implicitly incorporate a linking process between the
robots’ sensors and the utilized knowledge repositories, there is currently a lack
of comprehensive exploration, definition, and formalization of the problem in
existing research. Moreover, no framework exists that would systematically ex-
amine and address this linking problem, impeding a deeper understanding and
development of solutions.

3 Problem Definition and Motivation

We begin by describing the PEL problem, delineating related concepts, and defin-
ing the perception pipeline in robotic agents. We follow with defining PEL and
formulating its components. Ultimately, we present three motivating scenarios
for the task.

3.1 Problem Description

The main purpose behind this task is to equip agents with common-sense knowl-
edge about the environment. We propose to achieve this by relating the incoming
sensory data to a unique identifier in a target knowledge repository, as shown in
Figure 2.

Related concepts. One of the most well-known concepts is the symbol ground-
ing problem, which is closely related and originally proposed by Harnad in
1990 [17]. It addresses the challenge of connecting symbols, such as words or
other abstract representations to objects and concepts in the real world. Object
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Fig. 2. The general problem addressed by PEL concerns the linking of regions in the
sensory data to entities in a target knowledge graph.

recognition is a task originating from the field of cognitive sciences and taken
up by computer vision, that concerns a set of tasks involving object identifica-
tion and categorization [24]. Balogh et al. [4] describes entity linking as a task
that concerns the recognition and linking of entity mentions in a text to the
corresponding entities in a target knowledge repository. From this perspective,
the task of PEL can be seen as a specialized subset of object recognition. More
specifically, PEL sits at the intersection of object recognition and entity linking,
offering a unique approach to the grounding problem.

General perception pipeline. The general robotic perception process can be
described as follows. A robot r is equipped with a set of sensors Sr. Given a set of
world states X , there exists a set of entities (objects) EX , a set of attribute types
A that the entities could possess, and a set of relationship types P that can exist
between entities. We define fs

o as an observation process performed by sensor
s ∈ Sr, that yields a noisy representation of part of the world state fs

o : X 7→
O, where O = {o1, ..., on}. To maintain the generality of the representations,
observation oi here is represented as an n-dimensional tensor of real numbers
oi = {X | X ∈ Rd1×d1×...×dn}. The dimensionality of the observation depends on
the sensor s providing the observations. The task of a general perception pipeline
is then to determine which entities, attributes and relationships are contained
within the observation. The description of observations is then used as a starting
point for the problem definition.

3.2 Problem Definition

We provide an initial definition of the problem by adapting the entity linking
task definition from [4] to encompass the sensory aspect of the problem.

Definition 1 (Perceived-Entity Linking). Given an observation process pro-
viding sensory data, Perceived-Entity Linking is the task of recognizing entities
in the sensory data and mapping them to the corresponding entries in a knowl-
edge repository.

Using this definition, we divide PEL into three steps: an observation function
fo, a recognition function fr and a mapping function fm. As the observation
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function is usually sensor-dependent and contained within the hardware level,
we will henceforth focus on the functions fr and fm.

Recognition process. To address the recognition step, we first refer to the
formulation provided by Besl et al. [8]. They describe the different components
that a general object recognition system should possess. Most notably, the au-
thors emphasize the importance of a symbolic description process that takes
place during object recognition, where the relevant features are extracted from
the sensory data and described symbolically.

Environment Sensor Data World
Model

Description process:
extraction of
relevant features

Understanding process:
performs the matching
between symbolic
description and the
world model

Image-formation
process: creates
intensity range data
based on purely
physical principles

Environment Sensor Data Symbolic
Description

Target
Knowledge

Graph

Recognition process:
extraction of
relevant features

Mapping process:
performs the matching
between the symbolic
description and target
knowledge graphs

Observation
process: creates
sensory data
based on purely
physical principles

Symbolic
Description

Perceived-Entity Linking System Structure

Object-Recognition System Structure

Fig. 3. An overview of the PEL system describing the components of the task from a vi-
sual object recognition perspective (the object-recognition system structure is adopted
from [8]).

These symbolic descriptions are then matched to a world model through an
‘understanding process’, which, in turn, influences the symbolic descriptions. A
key advantage of adopting this approach is that it highlights how the target
knowledge bases in question also represent information in a symbolic format.
As stated in [8], the term recognition refers to knowledge of something already
known, which implies the existence of some form of prior world model. The
model of the world considered in the object recognition process is analogous to
the target knowledge graph we want to link the sensory data to during the PEL
task. A depiction of the object recognition process as envisioned in [8], and its
comparison to the PEL task can be seen in Figure 3.

In state-of-the-art approaches for object recognition based on neural net-
works, the world model and understanding processes steps seem to have become
implicit and essentially a “black box”, while the task of object recognition has
evolved into a sub-task of scene graph generation [20]. Despite these advances,
we contend that contemporary visual scene understanding approaches [38] do
not consider the understanding process as conceptualized by [8], but generate
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detailed symbolic descriptions in the form of scene graphs. Therefore, to charac-
terize the recognition process of PEL more generically, we adopt the definition
of a scene graph from [38]. As scene graphs are predominantly concerned with
visual data a more general formulation is proposed in the form of observation
graphs to encompass a wider variety of sensors.

Sensors
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RGB-D

UltraSound
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Fig. 4. An example of the PEL problem. Given an object recognition algorithm, such
as the YOLO [9] algorithm and the resulting output, how should the mapping process
fm link the entity eGo to the corresponding entity eGt ∈ Gt.

Formally, given an observation o provided by sensor S, an observation graph
describing the observation is defined as a set of triples Go ⊆ Eo × P × (Eo ∪A)
where Eo is the set of entities, A denotes the attribute set and P denotes the
relation set. Each entity e ∈ Eo is denoted by a literal le ∈ L representing the
label of the entity, and is grounded to the observation by a location and a time
attributes aloce , atime

e ∈ A, where aloce = {x|x ∈ Rn} and atime
e = {x|x ∈ R}.

With this formulation, the location attribute is not constrained to the form of
a bounding box but could encompass several representation formats, including
the implicit assumption of an image classification process, where the location
of the entity could be considered the entire image. The recognition process fr :
O 7→ G therefore associates entities with a region of the sensory input (e.g. a
segmentation map or a bounding box).

Mapping process. As mentioned before, the mapping process in PEL can be
considered analogous with the understanding process outlined in [8], where the
world model is represented by the target knowledge graph. Although several
definitions of knowledge graphs exist [14], to allow for a general description with
the least assumptions of the underlying format, we define a target knowledge
graph in line with [18], as a tuple Gt := (Nt, Lt), where Nt is a finite set of
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nodes, and Lt is a finite set of links between nodes such that Lt ⊆ Nt×Pt×Nt,
where Pt is a set of properties.

To define the mapping process, a definition of entity linking provided in [26]
is adopted with the inclusion of linking entities to classes as well as entities in
Gt. Therefore, given a set of entities in a target knowledge graph EGt

and a
set of entities in the observation graph EGo

, the mapping process fm aims to
map each entity ei ∈ EGo to its corresponding entity ej ∈ EGt , where cases of
eGo /∈ EGt are mapped to l∅. Hence, the mapping process fm : Go × Gt 7→ Gl

results in a linked knowledge graph Gl = (EGo
, P, EGt

).

Armchair
chair with arms

https://www.wikidata.org/wiki/Q15026

High chair
child's chair for eating

https://www.wikidata.org/wiki/Q63495428

Side Chair
armless chair typically used in sets on the

sides of a dining table
https://www.wikidata.org/wiki/Q63495428

Fig. 5. An example image is taken from the MS COCO, where instances of chairs are
annotated (left). The task of an ideal Perceived-Entity Linking system is to recognize
the different types of chairs and provide a more fine-grained resolution of class labels.
An example of this using WikiData is provided on the (right).

3.3 Motivating Scenarios

Perceived-Entity Typing. As opposed to the conventional entity linking task
of natural language processing, where there is a single correct entity that the
mention in the text refers to, the symbolic descriptors in PEL can yield a class
label, which then can refer to one of multiple possible sub-classes. An example
of this can be seen in Figure 5, where the MS COCO dataset annotates different
types of chairs with the umbrella term chair. A robotic agent should instead
distinguish between an office chair and an armchair, to enable reasoning over
their differences (e.g. an office chair with wheels could be moved around easier
than an armchair).

Perceived-Entity Recognition. In this task, the robot needs to link instances
of objects from the perceptual modalities to instances in the target knowledge
graph. This task exhibits a more pronounced connection to situated scene un-
derstanding, wherein object instances possess instance-specific attributes (i.e.
location, orientation, colour) that can be exploited. This does not necessarily



Advancing Robotic Perception with Perceived-Entity Linking 9

apply to more general class characteristics that are found on the general-purpose
knowledge graphs. An example of this could be a mobile robot operating in a
household environment, tasked with fetching a cup for a person. In this scenario,
different instances of cups could exist, with each person living in the household
owning a specific or favourite cup. The perceived objects should be linked to
previously known, distinguishable instances of the cups related to the person,
instead of the general cup class. While recognizing the significance of this task,
especially in the context of autonomous agents, we defer its in-depth exploration
to future work.

Attribute-based Perceived-Entity Typing. In some cases, the autonomous
agent might be equipped with sensors that perceive the existence of physical
entities in the surroundings (i.e. an RGB-D camera with a point cloud clustering)
and can infer certain attributes, such as size, color or shape, but is unable to
assign types to the entity. In such a case, the perceived-entity linker should be
able to infer the type of an object, given a sufficient set of attributes describing
it in the target knowledge graph. For example, a kitchen helper robot should be
able to differentiate between oranges and grapefruits using the colour and size
attributes.

4 Baseline System Design

Having defined the PEL task, we implement a simple PEL baseline composed of
a recognition process fr and a mapping process fm. Given that the recognition
process fr can be achieved in multiple ways, we opt for the simplest scenario,
where recognition is performed by the off-the-shelf YOLO algorithm [9]. As seen
in Section 3.3, a common challenge across all the scenarios motivating PEL is
establishing the correct mapping between the labels provided in the observation
graph, and the classes or entities in the target knowledge graph. This raises the
question of how to map literals representing entities in the observation graph
to entities or classes of the target knowledge graph. Inspired by the conven-
tional NLP pipeline [4,26], we implemented a mapping process fm composed of
a candidate selection process fc and a disambiguation process fd. These will be
explained in the rest of the section, while a depiction of this overall pipeline can
be seen in Figure 6.

4.1 Candidate Selection

This sub-task considers the generation of candidate entities from the target
knowledge graph Gt for each entity e ∈ EGo . The selection strategy aims to
consider alternate spellings and variations of the words representing the entities.
To achieve this, we utilize WordNet [23], where first the synsets corresponding
to eGo

are retrieved, and a dictionary is generated using the alternate lemmas
of a synset. The steps the algorithm takes can be seen in Algorithm 1. In or-
der to focus on accounting for alternate spellings, the most similar entities to
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Fig. 6. fo: Observation process, fr: Recognition processes extract the relevant fea-
tures and provide symbolic descriptions. We utilize the YOLO [9] object recognition
algorithm to provide the entities e in the form of an observation graph. The mapping
process fm is divided into two processes: The candidate selection process fc selects a
list of candidates that could correspond to the relevant entity in the target knowledge
graph. The Disambiguation process fd aims to resolve the ambiguities and selects the
best candidate to establish the link to.

the label are selected, using the Levenshtein edit-distance to calculate the sim-
ilarity between two strings. Once a dictionary has been generated, all entities
returned from Gt are added as potential candidates. As several candidates exist,
disambiguation is needed to find the related entity.

Algorithm 1 Candidate Selection

1: function select candidates(eGo)
2: synsets← get synset(eGo) ▷ Find synsets of entity
3: candidates← []
4: if ¬synsets then
5: return eGo

6: end if
7: for sn in synsets do
8: names← get names(sn)
9: for each name do
10: sim score← get similarity(eG, name)
11: end for
12: candidates← sim score, name
13: end for
14: candidates← sorted(candidates)
15: return candidates
16: end function

4.2 Disambiguation

Disambiguation corresponds to narrowing down the candidates resulting from
the previous step to either a single entity or no entity. The simplest solution is to
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select the most common-sense answer, for which commonness can be a suitable
first candidate and provide a baseline. Other suitable approaches are examin-
ing the coherence among the already linked entities in the observation and the
candidate entities, and observing the attributes of the entities provided by the
recognition process. In our approach, a ranking is established based on relevant
features, namely the similarity of the label for the class of each target candi-
date ei,Gt

and the perceived entity eGo
. This approach aims to exploit the fact

that the class relationships between these two entities could be a distinguishing
feature. This design choice is motivated by the fact that in an embodied agent
scenario, the prior importance of entities that correspond to physical entities
should be considerably higher than that of abstract entities. As an example, the
entities in WikiData corresponding to orange contain both the city in California
and the fruit (see Figure 4). The algorithm is described in Algorithm 2. As a
naive approach, the disambiguation process calculates a ranking based on the
similarity, where the class synset with the shortest path to eGo in the WordNet
taxonomy is considered as a similarity measure. The candidate to be linked then
is the one with the highest similarity score.

Algorithm 2 Disambiguation

1: function disambiguate(eGo , candidates,Gt)
2: eG ss← get synset(eGo)
3: scores← []
4: for each c in candidates do
5: candidate classes← get class(candidate)
6: high score← 0
7: for each class in candidate classes do
8: class ss← get synset(class)
9: for each ss in class ss do
10: sim score← max(get similarity(class ss, eG ss))
11: high score← max(sim score, high score)
12: end for
13: end for
14: scores[]← (high score, c)
15: end for
16: candidates← sorted(candidates)
17: return candidates
18: end function

5 Evaluation

In this section, we aim at evaluating the effectiveness of the mapping method of
the PEL baseline described in Section 4. In other words, the goal of our evaluation
is to assess how well a method based on conventional entity linking can map
concepts provided by the recognition process to target knowledge graphs.
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5.1 Experimental Design

We provide an evaluation of our method by performing a component analysis,
e.g. comparing the effectiveness of the queries to the mapping process first by
performing only candidate selection, then adding the disambiguation step. As
a test-bed for the PEL task, we use two datasets. The first dataset is the 80
annotating labels of the MS COCO dataset [21] commonly employed by various
object detection algorithms utilized in the recognition process fr. The Visual
Genome Scene Graph dataset [19] is used as the second dataset to assess the
scalability of our method. The target knowledge graphs we use in our experiments
are WikiData, DBpedia and YAGO. The task is an ad-hoc entity retrieval with
the keywords being the labels of the dataset. The following queries are used for
the retrieval:

– Simple query (S): Ask for any entity with any property, where the object
o corresponds to the eGo

label encompassed with the @en language tag.
– Simple query with links (Slinks): The previous query is extended by

counting the outgoing links from the entity eGt , and ordering the results in
a descending order to encourage more common elements.

– Label query (L): In this query, only relations with rdfs:label predicates
are considered where the object corresponds to the eGo

label, with an added
@en language tag.

– Label query with links(Llinks) Similarly to the simple queries, the results
of the previous query are ordered based on the number of outgoing edges.

Ground Truth. In order to establish the ground truth for the MS COCO
objects, we manually searched for entities in the target knowledge graphs. The
entries were left empty when we did not find any concepts corresponding to the
labels. In some cases, no exact concepts were found, but viable alternatives were
available. For example, none of the knowledge graphs contain the concept of a
sports ball, but all of them contained the concept of a ball, which we defined as
a desirable concept to map to.

Establishing the ground truth for the Visual Genome dataset is more straight-
forward, as it contains mappings for all the concepts within the scene graphs to
WordNet 3.1. We utilize these mappings to find the corresponding WikiData
entities using the matching WordNet 3.1 Synset ID (P8814) property. The DB-
pedia and YAGO entries are then collected by the corresponding owl:sameAs,
resulting in 2,399 entries. The labels are yielded by taking the synset’s lemma.
Among the 76,340 object classes identified in Visual Genome, 2,399 classes are
consistently represented across all three knowledge graphs. Given that a repre-
sentative sample size of 2,328 classes is required for a 2% margin of error and a
95% confidence level, the 2,399 classes included in the experiment are considered
sufficient. The curated datasets are available for re-use in the online repository.

Evaluation metrics. The main metric used for evaluation is the accuracy of
the linking, measured in terms of the ratio of correctly linked mentions and all
the links generated by the method.
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5.2 Results

The results of the experiment indicate that both the knowledge graph under con-
sideration and the query types influence the accuracy of the mapping process.
In order to provide more insight into the workings of the system, we also consid-
ered cases when the ground truth candidate was in the hit@3 and hit@5 entities
returned by the queries. A summary of the results can be found in Table 1.

MS COCO. Both the candidate selection and disambiguation steps outperform
the simple queries in most cases when the hit@3 and hit@5 candidates are con-
sidered. A significant increase in performance when considering hit@1 can only
be observed in the case of WikiData, where using query L with the rdfs:label
predicate yields an accuracy of 0.69, corresponding to the correct mappings in
55 out of the 80 labels. When the candidate selection step is used without dis-
ambiguation, a considerable drop in performance can be observed. This suggests
that in each Gt, there are entities corresponding to labels with many outgoing
links, which push the correct entity further down the list.

As an additional step, we compared the results to DBpedia Spotlight4 [22],
and AIDA5 [34], an off-the-shelf entity linking system for disambiguating named
entities for DBpedia and YAGO2 respectively (WikiData did not have such easily
accessible entity linking systems). When attempting to link the labels of MS
COCO, DBpedia Spotlight achieved an accuracy of 0.525, whereas AIDA did
not result in any hits, which indicates that most of these methods focusing on
Named Entity Recognition do not translate well to common-sense objects.

Visual Genome. With most query types and knowledge graphs, the average
correctly linked entities increase significantly, indicating that the conventional
entity linking pipeline increases the accuracy of the linking even when with
greater number of labels. Using DBpedia as Gt, a 0.51 hit@1 accuracy is achieved
using both the candidate selection and disambiguation methods, whereas for
WikiData and YAGO, the candidate selection method outperformed the dis-
ambiguation method. For WikiData, using the queries Slinks and Llinks with
rdfs:label and for YAGO, the simple query yielded the highest results, with
45% of the labels linked to the correct target entity for both knowledge graphs.

5.3 Discussion

In certain cases, a performance drop can be observed when considering only the
candidate selection step, especially when results are sorted based on the outgoing
links. This indicates that incoming links might not be a good indicator of the
candidates’ correctness.

4 http://spotlight.dbpedia.org/
5 http://www.mpi-inf.mpg.de/yago-naga/aida/
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Table 1. Comparison of accuracy results across MS COCO and Visual Genome
datasets using different conditions and processes. The table shows the hit@1, hit@3,
and hit@5 metrics for three knowledge bases: WikiData, DBpedia, and YAGO, evalu-
ated for various query types and processes. fq represents running the mapping function
using only the query without the candidate selection or disambiguation steps.

Method WikiData DBpedia YAGO

Query Process hit@1 hit@3 hit@5 hit@1 hit@3 hit@5 hit@1 hit@3 hit@5

MS COCO Dataset

S
fq 0.08 0.19 0.4 0.19 0.4 0.48 0.49 0.59 0.7
fc 0.07 0.23 0.41 0.19 0.4 0.47 0.51 0.65 0.72
fc + fd 0.07 0.23 0.41 0.19 0.41 0.49 0.51 0.69 0.71

Slinks

fq 0.59 0.94 0.94 0.24 0.65 0.75 0.71 0.78 0.78
fc 0.59 0.71 0.95 0.24 0.19 0.56 0.62 0.75 0.8
fc + fd 0.59 0.94 0.97 0.24 0.65 0.75 0.71 0.78 0.8

L
fq 0.5 0.7 0.65 0.68 0.84 0.84 0.4 0.57 0.65
fc 0.69 0.75 0.8 0.69 0.86 0.86 0.53 0.62 0.68
fc + fd 0.69 0.78 0.79 0.69 0.88 0.88 0.55 0.61 0.68

Llinks

fq 0.51 0.8 0.8 0.84 0.84 0.84 0.64 0.65 0.65
fc 0.14 0.66 0.82 0.45 0.85 0.86 0.28 0.64 0.69
fc + fd 0.51 0.8 0.84 0.84 0.88 0.88 0.64 0.68 0.69

Visual Genome Dataset

S
fq 0.01 0.07 0.17 0.09 0.16 0.2 0.37 0.5 0.55
fc 0.04 0.14 0.25 0.13 0.22 0.27 0.45 0.6 0.66
fc + fd 0.22 0.34 0.37 0.14 0.22 0.28 0.38 0.55 0.64

Slinks

fq 0.09 0.36 0.64 0.08 0.2 0.31 0.26 0.53 0.66
fc 0.1 0.31 0.5 0.11 0.22 0.33 0.27 0.54 0.68
fc + fd 0.31 0.5 0.62 0.22 0.31 0.38 0.4 0.59 0.7

L
fq 0.41 0.46 0.48 0.37 0.48 0.49 0.36 0.44 0.47
fc 0.45 0.52 0.54 0.4 0.59 0.62 0.43 0.53 0.58
fc + fd 0.29 0.44 0.52 0.51 0.62 0.63 0.42 0.54 0.59

Llinks

fq 0.08 0.43 0.68 0.34 0.63 0.66 0.25 0.47 0.68
fc 0.05 0.2 0.35 0.24 0.47 0.54 0.19 0.37 0.56
fc + fd 0.24 0.39 0.58 0.44 0.61 0.61 0.39 0.53 0.61
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However, the overall approach results in some performance increases, which
indicates that a more sophisticated approach along the lines of conventional
entity-linking processes could be investigated.

Although in this PEL baseline only WordNet alternatives were considered to
generate the candidates, in a more comprehensive system additional attributes
resulting from the recognition processes could be utilized. If, for example, the
detection contains a segmented area from the depth camera of the robot, a color
descriptor could extract the dominant color of the region, and the knowledge
graph could be searched for entities that have a corresponding property.

Overall, the results of the linking process when using MS COCO are higher.
A potential explanation could be that the dataset is manually curated, and is
generally cleaner. Furthermore, it contains more general objects, whereas Visual
Genome sometimes contains entities that could not be considered common sense.

In our experiments, labels were examined individually. For a more complete
disambiguation, contextual features based on the surroundings of the robot could
be influential when determining the correct entity the labels should be linked
to. To tackle this issue, alternative approaches like semantic relatedness, which
assesses the similarity between entities in Gt and the attributes associated with
eGo

, can be employed. Semantic relatedness can be indicated by matching the
attributes of entities, as suggested by Dredze et al [12]. Lastly, modality match-
ing, which considers the fact that sensory data may contain information corre-
sponding to multiple modalities, could also be considered for the disambiguation
process. This could be useful when using target knowledge graphs representing
entities beyond textual format, such as WikiData and DBpedia containing im-
ages and sound information.

6 Conclusion

In this paper, we introduce the Perceived-Entity Linking task, which involves
mapping the entities detected by an autonomous agent’s sensors to a target
knowledge graph. We define this problem as the integration of recognition and
mapping processes, and we outline how these processes can be combined to en-
hance sensory data interpretation. Furthermore, we discussed a few motivating
scenarios where this approach can be applied. As a technical contribution, we
present a PEL baseline, where our research explores the effectiveness of a con-
ventional entity linking strategy, specifically how well object labels from the MS
COCO and Visual Genome datasets can be mapped to entities in knowledge
graphs such as WikiData, DBpedia, and YAGO. The results establish a bench-
mark for how autonomous agents can leverage existing knowledge structures to
improve their interaction with the physical world.

Future work can extend PEL in several directions. In the recognition process,
a combination of symbolic descriptors can be deployed, similar to robotic vision
systems such as [5], where the observation graph could be generated by com-
bining several computer vision algorithms. On the mapping process, the current
formulation makes it possible to investigate different ontology alignment meth-



16 Adamik et al.

ods [13] that could aid in finding corresponding entities between the observation
graph and the target knowledge graph. Lastly, including the context of the per-
ceived entities (e.g. what other entities and attributes are recognized by the
descriptors) could significantly boost the performance of the mapping process.

In conclusion, this study has explored strategies for enabling robotic agents
to harness the Semantic Web’s extensive knowledge. By focusing on advanc-
ing common-sense reasoning and perceptual understanding, we aim to develop
methodologies that significantly enhance the capabilities of autonomous agents.
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